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Abstract— This paper presents a new vision-based control control law. The control laws have been validated with
method for positioning a camera with respect to an unknown simulation results in Section VI.
planar object. Standard methods use non-linear state observer

based on homography decomposition. In the general case, there II. THEORETICAL BACKGROUND
are two possible solutions to the decomposition problem. Thus, . - .
some additional “a priori” information must be used. In this A Notation and description of the vision system

paper, we propose to use an analytical decomposition of the  \We assume that the absolute frame coincides with the

homography matrix in order to define a new control objective  refarence camera fram&*. We suppose that the observed

that allows to discard the false solution without any “a priori . . .

information. The stability of the control law has been proved. object is planar a”,d composed by a sen@D pomts',P,» =

(X;,Y:, Z;) (see Figure 1). The normal and the distance to

the plane in the reference frame will be denoted with

and d*. A calibrated camera measures the reference image
Visual servoing can be stated as a non-linear outpltomogeneous coordinates; = (z;,y;, 1) of the perspec-

regulation problem [2]. The output is the image acquiredive projection of the 3D pointsm; = (X;/Z;,Y;/Z;, 1).

by a camera mounted on a dynamic system. The state bhe displacement between the reference and current camera

the camera is thus accessible via a non-linear map. For tHf@me F is represented by the rotation matdk and trans-

reason, positioning tasks have been defined using the dation vectort. The current image homogeneous coordinates

called teach-by-showing technique [2]. The camera is movesk; = (z;,y;, 1) are given again by the perspective projection

to a reference position and the corresponding referencgemaof the 3D points in the current camera frane; oc RP; +t.

is stored. Then, starting from a different camera positoa t

control objective is to move the camera such that the current

image will coincide to the reference one. In this paper, we

suppose that the observed object is a plane in the Cartesian -

space. One solution to the control problem is to build a non- 3

linear observer of the state. This can be done using several

output measurements. The problem is that, when considering

real-time applications, we should process as few obsensti

as possible. In [3], [4], [6], [5] the authors have built a

non-linear state observer using additional informatiame (t

normal to the plane, vanishing points, ...). In this case onl

the current and the reference observations are needed. In

this paper, we intend to perform vision-based control witho

knowing any a priori information. To do this we need more

observations. This can be done by moving the camera. If

we move the camera and the state is not observable we g 1

may have some problems. For this reason, we propose in

this paper a different approach. We define a new control

objective in order to move the camera by keeping a boundd®l Vision-based control

error and in order to obtain the necessary information fer th \ye consider the control of the following nonlinear system:

state observer. The paper is organized as follows: Section |

gives the theoretical background. Section IIl describes th x = gx,v) (1)

proposed homography-based control strategy and its iyabil y = h(x,p) )

conditions are established in Section IV. Section V dessrib

how to achieve the camera positioning task by switchinﬁ/]herex € SE(3) is the state (i.e. the camera posg)is
e output of the camera and is the control input (i.e.
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. INTRODUCTION

Desired and current camera frames and involved naotatio



yv* = h(x*, n). If we suppose that the camera displacemerthem, Rin, is the "true” solution. In practice, in order to
is not too big, we can choose a state vector= (t,r), determine which one is the good solution, we generally
wherer = tan(g)u is the chosen rotation parameterizationuse an approximation of the normal*. Thus, having an
(u and# are the axis and angle of rotation, respectively). Thapproximated parameter vectarwe build a non-linear state
rotation matrix can be written as a function of the veator observer:

as follows: R =p(yx),y" i)
2
R =Tt g (I + %) &) Ill. AMODIFIED CONTROL OBJECTIVE
where the notation[r], means for the skew-symmetric A control law based on the Cartesian error in position and
matrix of a vectorr. The derivative of the state vecter Orientation is being developed. The error between the otirre
; and desired camera poses is obtained from the homography
) t I —[t]« v decomposition. Without any a priory knowledge about the
X= [ } = [ o J, } { } (4) true normal to the plane, we are not able to discard one of
the two possible solutions as a false one. On the other hand,
1 T contrarily to [1], we have found an analytic solution for the
Jo = 5 (I—[x]x+rr') (%) homography decomposition problem. The analytic solution
has the great advantage of providing a deeper understanding
of the decomposition problem. For instance, it allows to
obtain the relations between the possible solutions of the
C. Homography-based state observer with full informationproblem [9]:

I w

where:

andv = (v,w) is our input vector containing the velocity
of translationv and the velocity of rotationv (see [9]).

In [6] a new class of visual servoing methods has been ]| T
proposed. It is based on the estimation of a3} homog- ty = TJ R, (2 n, + R, ta) 9)
raphy matrixH. This matrix transforms the reference image
coordinates of a point into the corresp.onding coordinates i ny — 1 (|[tall om, + 2 RTt, (10)
the current image up to a scale factor: p 2 tall
m = a, Hm" [(2—njt)I+t,n) +n,t)] 1o + (ngX t,)
Iry, =
This homography matrix can be written as a function of the ’ 24 nlt, +r] (ngxt,)
state of the camera: ) ) (11)
¢ In these relations the sub-indexesindb can be exchanged.
H=7R+ - n*") (6) The coefficientsp andv are:
where the normalization scale facteris chosen in such p = |20, + R t.|| = |[te]2 +2v > 1
a way that the determinant of matrid is unitary (i.e. v = 20 R/t.+1)>0; e ={a,b}

det(H) = 1): v = /1 +n*TRTt/d*. An efficient real-

time algorithm for estimating the homography from rawlt will be shown that a control law based on theerage of
images has been proposed in [7]. Once the homography Hhsse two solutionsan be used, such that the system will
been estimated, we can extrdt t/d* andn* [1]: converge in such a way that it is always possible to discard
the false solution. Once the true solution has been idedhtifie
the camera can be controlled using only this solution.

Note that the translation is estimated up to a positive scala

factor. Without loosing generality, we can suppake— 1 A Camera control

and include this factor in the translation vector. On the The task function [10] to be minimized will be defined as

other hand, we will usen = n* for a simpler notation. a translation and an orientation error:

In [1], the homography is decomposed using a numerical {et} |:t’rn:|
e = =

H — (R, t/d*, n"}

method (involving Singular Value Decomposition). In the

general case, there exist 4 solutions, two of them being the ©r I'm
"opposites” of the others: Being t,, and r,, the translation and orientation means,
Rtng = {Ra,ta,na};  Ring. = {Rq, —ta, -4} (7) respectively, computed as follows:
Rtnb = {Rb,tb, Ilb}; Rtnb_ = {R},, 7131,, 71’1[,} (8) tm — m (12)
These can be reduced to only two solutions applying the P— Rm,2: R, (R Rb)l/2 (13)

constraint that all the reference points must be visiblenfro

the cameraysibility constrain). Without loss of generality, = The rotation matrix,R,,, average ofR, and R;, com-
we will assume along the development that the two solutiorfauted in such way is defined as tiRgemmanian mean of
verifying this constraint arétn, and Rtn; and that, among two rotations(for more details, see [8]).



According to the relations between the true and fals®. Computation oflio;

solutions,r,,, can be obtained as: Regarding to the interaction sub-matrix:
X
r,, = fefnt Yo X Th (14) _ de,
l1—r,rp Loy = .
a

wherer);, describes a required intermediary rotation, related . . . .
Th f q ) y a rather involved expression has been obtained for it, and no
to the true solution by means of:

- equivalent closed form has been found yet. Nevertheless, we
P— (2 +n, tZ) ) will see afterwards that we do not need to care about this
Ing x 5]

t, 15 i . )
(o x t) ( matrix, whatever its form and complexity.

ry =
wheret’ = R, t, (derivation is detailed in [9]). We compute E. Computation ofLo,

the input control action from the defined task eror: We consider here as a starting point the time derivative of

v {v} ~ e (16) °©n which can be written as:
w .. Ory . or, . 29
where )\ is a positive scalar, tuning the closed-loop conver- Gr =Tm = ory, Th+ or, Ta (22)

gence rate. The derlvgtwe of the t.ask erroris relgted to ﬂ\seveloping this expression, and matching it with the folow
velocity screw, according to some interaction mafixo be ing one:

determined: . I = Lo v+ Lopw
e=Lv
Giving the following closed-loop system: Lz can be written as:

é=-ALe a7 L22:87Jw

We are now interested in the computation and properties fsing relations (14) and (5) and after some reductions (see
the interaction matrixL. We will identify the components of again [9]), we get:

this matrix as:

. 1+ el
{et} _ [ Lii Lo } {U} Loy = M (I—i—R;) (23)
5|7 | Ly L 4
e, 21 22 w
L, = e Ly = —2etf¢, der 3
B 12 gga[ bt Ira (18) IV. STABILITY ANALYSIS
Lo = 5 Ljo = _Tt:[ta]x + 5exd

In this section, the stability of the control law presented

Next, we present a very short description providing the, the previous section is studied. First, the stability foé t
expressions of these sub-matrices. translation errorg;, is considered.

B. Computan_n oL o _ A. Stability in the translation erroe,
The translation error has been defined in equation (12) as
In order to prove the convergence ef to zero, the

the average of the two solutions for the translation VeCtOFoIIowing Lyapunov function candidate is proposed:

L, is then:
1
0 1 /0t — Z el
L — e _ 1 b1 Vi 2etet
ot 2 \ ot, Its ti derivative i
. ) . s time derivative is:
¢From (9), the expression of this matrix can be found: dles|
o el T,
Lu = % [Qﬂln;tI + ptaty —dponln), | — 2psten), | + ule Vi= =g e
(19)  The expression of, in terms of the components of the
wheren;, = R,n, and the scalarg; are: interaction matrix is:
1 t t .
P oltal — o = ”pg| ; Py = tall +1 & =Lnv+Lipw
(20)  Using the form (21) foil.;» and replacing the control inputs
C. Computation ol v andw using (16):
For the computation oLi,, the Jacobiang% is needed & =—-ALjje;—ALjse, = —ALjj e+ e« e
(see (18)): .
de; 10ty giving . .
or, 20r, Vi=-Ae, Lire

Starting from this and after many cumbersome manipulaas L, is not, in general, a symmetric matrix, it is convenient
tions, we conclude that this matrix can be written as [9]: to write the previous expression as:

Lis = —[et]x (22) Vt = -\ etTSn € (24)



beingS1; the symmetric part of matrif;: corresponds to the true solution, arftn, to the false
L+ L], one. que_ver, in practice we assume there is no way of
distinguishing between them. This means thatp, can be
2 » the true solution, instead dRtn,. When this happens, we
Then, the convergence ef depends only on the positivenessyre i the situation when the real solution for the current

of matrix S;. Given the structure of matrif,, (19), the  fame is behind the desired one. Then we need to generalize
eigenvalues of its symmetric part can be easily computege geometric configuration (25) by this new one:
being:

Sll =

R} t,

+ It a ==+n 27

wo= el Teal ~ " @
T One further consideration, derived from the relations (26)

lta] +1 1  t,Run, _ : ; .

Ay = 5, T3 m > A3 is that one of the two solution®tn,, Rtn;, will not verify

p Tp e the visibility constraint in this configuration, as the nais
N3 = [tal —1 1, t,Rang are pointing in opposite directions. Resuming our study

2p 2 2p|tall — of V; (24) and according to the previous paragraphs, we
The condition for the first eigenvalue is clear as we know th&tan state thal; is always non-positive and it is null only
p is positive. The second eigenvalue is greater than the thigd the equilibrium pointe, = 0. The reason is that the
one, as their difference i&; — A3 = 2 > 0. Finally, it can  only eigenvalue ofS;; that can be zero)s, only becomes

. . P . . .
be proved that the third eigenvalue is always non-negativffectively zero when the relation (27) holds. We know that
and it only becomes null in a particular configuration [9],in this configurationt, = —t,, what implies that the mean,
namely and hence the translation error, are null. As a conclusion
R/ t, for e;, it always converges to the equilibrium poiet = 0,
[Itall = Ha (25) that coincides with the geometric configuration (27).

The geometric interpretation of this condition is shown in . .
. : L 1) |[ta]| never increases using the mean-based control
the left drawing of Figure 2. In this figure, we can see thaltaW'

! ! We need to complete the previous analysis to make sure
’ that, during the convergence ef, the current camera frame
does not go away, at the risk of losing visibility of the oltjec
Recalling the expression:

fa:v—[ta]xw

we analyze if the time derivative of the norm tf can be
positive:

1 . .
Vie=5ltal® = Vi, =tita=tjv

Using our mean-based control law= —\e;:
. A
Fig. 2. Geometric configuration in which;; becomes singular. Vi, = =Mt t, = ) t) (ta +ty) (28)

tg, if expressed in the same frame as, that is, frame ¢From relation (9) we can ertf:}) as the prOdUCt of a matrix
F*, is parallel to the latter. According to relation (25), theandt,:

only possible configuration should be the one depicted in the 1 2 -
figure, that is, the current frame between the desired frame to = Mt.; M= F <||t|| Rongt, + [[tall I>
and the object plane, so the translation vector points in the . i . ¢ i

opposite direction tar,. However, it is easy to see that the USINg this expression in (28), we can write:

othgr conflgura_tlon, when t.he current framells beh|nq the v, = —étTAta; A—T4M

desired frame is also possible. The reason is very simple, a 2 7a

if we make notice of the peculiar relation existing betweefyhere the symmetric part of matriA, denoted byS4, can
Rtn, and Rtn; in the configuration described by (25). In pe introduced:

this particular case, (9)-(11) become: v, = _g tISA t,

a

ty = —ta; = g =TIq 26 ; ; i
b o n o=t (26) Computing the eigenvalues of matri, we find out that

This situation is depicted in the right-most drawing ofthey are exactly double of the eigenvalues of ma#ix, for
Figure 2, where the "true” and "false” solutions are shownwhich we concluded they were always positive, except at
During our developments, we have been assuming®at,  the equilibrium pointe;, = 0, where A3 = 0. This confirms



that ||t,|| is always non-increasing using the propose@onverges reaching a configuration parallel to the refexrenc
mean-based control law. plane normal. This will be overcome using a switching
control law as we will see in the next section.

B. Stability in the orientation erroe,.

We define the following Lyapunov function candidate: V. SWITCHING CONTROL LAW
V. — EeTe As it has been shown in the previous sections, the mean-
g based control law always takes the system to an equilibrium
being its time derivative: where:
Vr=dH;"H=eTé to=—te; my=-n,; Ry=R,=1I
t rr
The expression for the derivative ef is: This is not completely satisfactory, ag can be different

from zero, as would be required. Now, we want to improve
this control law so the desired equilibrium:

Considering thag, always converges to zero, as we have just

seen, the first addend goes to zero. This is why the particular [ta} -0 — { ta=1t,=0 (30)
form of Ly; does not matter, as said before. Regarding to Ro =Ry =1

the second addend, the positiveness of mdirx has to be is reached (as we know that the notm is always equal

prove_d. Even being simple, we can avoid it if we do Nnot, e norm oft,, both solutions must have simultaneously
considerLy alone, but as part of the product: null translation). As said before, in practice we choose two
Lose, = Losr,, solutions that. verify the visibility con;traint at the baging. .

) ) o o and use their average for controlling the system, until it
ReplacingLy; using (23) and considering that, a5, is i converges to a particular configuration in the Cartesiaepa
the direqtion of.the rotation axis di_{m, it does not change (29). During this convergence the true norma) does not
under this rotationR,,, r, = ry,, this product reduces t0:  change, since the object does not move and the reference

1+ [|r,]? frame, F*, is also motionless. On the other hand, the false
Loyt = — 9 Im normal, n;, will change from its original direction until it
becomes opposite t,. During this continuous evolution, it
is clear that, at some point; no longer verifies the visibility
dfle, | 1+ HrmH2eTe constraint. This means that the control based on the average
dt 2 n of the two solutions drives the current frame in such a way
Since this is always non-positive, the conclusion éris that it is always possible to detect the false solution, agnon
that it always converges te. = 0, that is,R, = R, =I.  the two that verified the visibility constraint at the begimm
Then, it could be possible to control the system from this
C. Conclusions on the stability of the mean-based controlinStant on, using just the true solution, that takes theesyst
At this point, the conclusion for the stability of the Com'tc%::(rao(ljifrl;?ggi/qgglr?rkljuemp(r?c’)%)c;sAecdcoirr(]jIggctr? tat“\i/'ai/stvr:/g?]when
plete position-based control scheme is that global asym'npto0 e of the two solutions comes é)ut to be a false one. we
stability can be achieved using the mean of the true an({1 . o ’
the false solutions. The only limitation is due to the us?S art making a smooth transition frpm the mean contr_o_l to
he control using only the true solution. A smooth transitio
is preferred to immediately discarding the false solution,

of tan(6,,/2) in r,,, that may produce saturation as the
mean angley, goes tor. Finally, it must be noticed that order to avoid any abrupt changes in the evolution of the
control signals. Then, we can replace the average control

the achieved equilibrium poinke = 0, is not the desired
faw (12)-(13) by a weighted-average control law:

é =Lyv+Lypw=—-ALye —ALxpe,

Thus, we obtain:

— —AeILQQ e, = -2

configuration in which the current camera frame coincide
with the desired one:

tm

e=0 = [ 9
r, <= R, =R, (R/R;)?

ta ~0 _ aattl+abtb
rq o

Instead, it corresponds to a line in the Cartesian spaceadkfin

by: . The weighting coefficienta,, anda;, can be defined accord-
Tg t”a —+n,: R, =1 (29) ing to an exponentially decreasing time-function:
4] Tin, f() = et ) (31)
e=0 = Itall | =
Ta beinga, = 2— f(t) anday, = f(t). The proposed switching

That is, the current camera frame is properly oriented atcorstrategy can also be replaced by a more complex one [11],
ing to the reference frame, but the translation error alwayd 2].



VI. SIMULATION RESULTS able to prove the stability of a control law which moves
the camera so that it enables to find the true solution of
_ ) the homography decomposition problem. Then, a switching
We have validated the proposed control laws with th@ontrol law has been proposed to accomplish the positioning
simulation depicted in Figure 3. The initial orientation®@” {55k Future work will be focused on the study of the effects

is 36 degrees and the scalarused in the control law (16) of camera calibration errors on the proposed vision-based
is chosen\ = 1. We can notice in the figure that, as gnirol.

expectedit, does not converge to zero. In particular, as in

A. Mean-based control

the experimenh, = [0,0,1]T, we can see that only the third *“N "~ ~— = =~ = = * — s
component oft, is different from zero at the equilibrium. °° —t = — o
At the convergence we obtaiy, = —n, so we know which ~ °* 1

is the true solution. Thus, we can switch the control law ¢ °° £, —

order to achieve the positioning task. o »10/
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Fig. 4. Simulation experiment using switching control.
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